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Fundamentals of the EU AI Act



The rationale

A tailored regulatory 

response needed

HOWEVERSolid framework 
of EU legislation 

already in place at 
EU and national 

level

Certain 

specific features of AI 
can make application 

and enforcement of the 
existing rules more 

challenging and generate 

risks to safety and 
fundamental rights 
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Deep-dive into the AI Act’s rules 
on high-risk AI systems



•

•
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2. The AIA – the main elements

8

Requirements

(Harmonized) Standards: 

→  Operational tools to support regulatory compliance with requirements

→  Ongoing work in ISO/IEC SC-42 and CEN/CENELC JTC-21. The main principle ‘international first’ i.e.  
build on IEC/ISO work as much as possible, however, as long as the international standards are 
aligned with the AIA Objectives and approach and cover same type of risks 

Risk 
Management

Data 
governance and 

Data Quality

Record keeping 
and Logging

Transparency

Human 
Oversight

Accuracy Robustness Cybersecurity

Quality 
Management

Conformity 
Assessment

Mandatory Requirements for high-risk AI 

system before they 

can be used on the EU market

Provider is responsible for EU declaration of 

conformity + CE marking 
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•
→

•
→
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Sets rules for processing of personal 
data 

• GDPR, LED and EUDPR 
• Fundamental rights and technology 

neutral approach 
• Sets general principles and obligations for 

controllers/processors and rights of data 
subjects 

• Relevant rules continue to apply when 
personal data is processed for training or 
using AI systems/AI models

Sets harmonised rules for the marketing and use of 
AI systems, irrespective of whether personal data is 
processed  
• Market-based and product safety approach aiming to 

address risks to health, safety and fundamental rights 
across the whole AI lifecycle and value chain, 
while fostering innovation

• Risk-based with targeted rules (prohibitions, high-risk, 
transparency) complementing EU data protection law

• For example, Article 5(1)h) AIA lex specialis for the EU 
law enforcement directive 

• AI Act does not create a legal basis for personal data 
processing, except Art. 10(5) and Art. 59
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Update on the AI Act’s implementation
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https://digital-strategy.ec.europa.eu/en/library/living-repository-foster-learning-and-exchange-ai-literacy
https://digital-strategy.ec.europa.eu/en/policies/ai-code-practice
https://digital-strategy.ec.europa.eu/en/policies/ai-pact-events
https://digital-strategy.ec.europa.eu/en/library/commission-publishes-guidelines-ai-system-definition-facilitate-first-ai-acts-rules-application
https://digital-strategy.ec.europa.eu/en/library/commission-publishes-guidelines-prohibited-artificial-intelligence-ai-practices-defined-ai-act


Thank you for your attention.
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